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1. AI Act – Introduction



Overview of EU 
legislation in the 
digital sector
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2021/ 0106 (COD)



Overview: “Digital Basic Laws”

DGA
Data Governance Act

GDPR
General Data Protection Regulation

DSA
Digital Services Act

DMA
Digital Market Act

DA
Data Act 
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EU Digital Basic Laws

Private and Confidential

Digital Operational Resilience Act

DORA

NIS-2
Network and Information Security Directive 
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AI Act

Threat of sanctions?

▪ Fines of up to 30 million euros or up to 7% of the 

worldwide annual turnover

▪ Regulatory restriction or even prohibition 

of the provision of AI systems

Who is affected?

▪ Providers of AI systems or models

▪ Operators of AI systems

▪ Product manufacturers who market AI systems together 
with their product

▪ Extraterritorial approach (may affect third country

companies)

What is it about?

▪ First AI regulation worldwide: protection of fundamental 

rights (health, safety) and support innovation

▪ “Product Compliance”, market surveillance and 

monitoring

▪ EU-wide harmonised direct-acting legal act

▪ „Risk-based approach“ → categorisation of AI systems

into different classes of risks



after 6 months after 9 months after 12 months after 24 months after 36 months 
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Entry into force and application (Art. 113)

• The AI act was officially published on 12 July 2024 in the Official Journal of the EU and entered into force 

20 days later on 1st August 2024. The following transitional periods are provided for until final 

effectiveness (Art 113 AI Regulation):

From 2nd February 2025 

  (i) AI competence of personal  

 (ii) Regulations on prohibited AI 

systems

From 2nd August 2026

  All other provisions of AI act

From August 2nd 2025

Regulations on general purpose AI 
models (GPAI models) as well as the 

regulations on the authority, 
governance and sanctions

From 2nd August 2027

The rules for classifying an AI 
system as high-risk AI and the 

corresponding obligations of 
the AI Regulation

By 2nd May 2025

The codes of conduct will 
be finalised in 

accordance with Art. 56

For other AI systems that were placed on the market or put into operation before the start of 

applicability, the AI Act will only apply where significant changes are made. 



2. AI Act – Applicability



9

Material Scope: Definition „AI system“ (Art. 3)

“a machine-based system that is designed to operate with varying levels of 

autonomy and that may exhibit adaptiveness after deployment, and that, for 

explicit or implicit objectives, infers, from the input it receives, how to generate 

outputs such as predictions, content, recommendations, or decisions that can 

influence physical or virtual environments “
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Material Scope

outputs such as

Predictions

machine-based

1

with varying levels

of autonomy

→ independent of 

human control

for explicit or 

implicit objectives

2

infers from inputs
Content

3 4

adaptiveness after 

deployment

Corresponds to the 

definition in (US) EO 14110
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Personal and territorial Scope  

Personal and territorial, Art. 2 (1)

a) providers placing on the market or putting into service AI systems or placing on the market general -

purposes AI models in the Union, irrespective of whether those providers are established or located 

within the Union or in a third country;

b) deployers of AI systems that have their place of establishment or are located within in the Union;;

c) providers and deployers AI systems that have their place of establishment or are located in a third 

country, where the output produced by the AI systems is used in the Union;

d) importers and distributors of AI systems;

e) product manufacturers placing on the market or putting into service an AI system [in the Union]* 

together with their product and under their own name or trademark;

f) authorised representatives of providers, which are not established in the Union;

g) affected persons that are located in the Union.

*cf. Art. 1 (2) (a), Art. 25 (3) AI Act
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Use Case 1: Place AI system on EU market

AI System provider

EU market

Where does the AI Act apply? 

▪ providers placing on the market or putting into service AI systems or placing on the market general-purpose AI 

models in the Union, irrespective of whether those providers are established or located within the Union or in a third 

country; 

Authorized 
representative

.

AI System provider
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Use Case 2: Output used in the EU

Where does the AI Act apply? 

▪ Third country providers and deployers where the output produced by the AI system is used in the EU

Output

AI System provider
EU-Company

Initiates 

construction of new 
crossroads

Collects traffic 
data at a busy 

traffic zone
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Authorised representatives of providers of high-risk AI systems

Article 22

(1) Prior to making their high-risk AI systems available on the Union market, providers established in third countries 

shall, by written mandate, appoint an authorised representative which is established in the Union.

(2) The provider shall enable its authorised representative to perform the tasks specified in the mandate received from 

the provider. 

[…]



3. Risked based approach under the AI Act 
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AI Act – Risk based approach  
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AI Act – Risk based approach

Unacceptable
Risk

High Risk
(Comprehensive regulation)

Limited Risk
(Transparency requirements)

Minimal Risk
(No legal requirements)

Banned applications:

• Manipulative AI

• Exploitative AI

• Social Scoring

• Predicitive Policicing

• Risk assessments

• Facial recognition databases

• Emotion recognition (workplace / school)

• Biometric categorisation systems

• Real time biometric identification systems 

(but extensive exceptions for law enforcement)
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AI Act – Risk based approach

Unacceptable
Risk

High Risk
(Comprehensive

regulation)

Limited Risk
(Transparency requirements)

Minimal Risk
(No legal requirements)

High Risk AI:

Safety component of a product or the product itself

+
Subject to a conformity assessment

Listed products in Annex I

Listed in Annex III

Embedded AI 

Non-embedded AI 

Civil aviation

Agricultural

verhiclesRecreational craft
Toys

Medical Devices

Education and 

vocational training Supply of energy
Work: Promotion / 

Termination decisions

Recruitment

Border control
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AI Act – Risk based approach

Unacceptable
Risk

High Risk
(Comprehensive

regulation)

Limited Risk
(Transparency requirements)

Minimal Risk
(No legal requirements)

Risk assessment: AI Systems / General-purpose

AI Systems

Systemic

Risk

(special procedure + 
very comprehensive regulation)

Normal Risk

(comprehensive regulation)

Risk assessment: General-purpose AI Models



4. AI Act step plan 
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STEP 1 – AI mapping 

▪ Carry out a gap analysis between the current status of compliance and the obligations deriving from the 

AI Act 

▪ As a first step, map your current and prospective use or development of AI by asking questions including: 

▪ What types of AI applications are developed or used by which departments?

▪ What data is used when deploying AI?

▪ Are there company guidelines regarding the development, distribution and use of AI?

▪ Are internal guidelines clearly distributed?

▪ What risks do you expect when implementing AI in your organization?

▪ What measures are needed to control the risks of AI and avoid liability risks?

▪ What steps are needed to build employee and customer trust in the use of AI?

▪ What criteria should be considered when selecting AI tools and services to ensure long-term security and 

quality?
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STEP 2 – Risk assessment

▪ Assess which AI Act requirements apply. 

This requires a detailed analysis of the risk 

category of each AI system or model and 

the company´s role for example, whether 

they are a provider, deployer, importer, 
distributor or product manufacturer in 

relation to relevant AI.

▪ The gap analysis and risk assessment will 

inform your governance requirements 
(STEP 4).

▪ Remember: you may have a lot to do in 

order to comply with the AI Act so focus on 

the areas of greatest risk. 

Risk category: It is important to 

understand that the AI Act follows a 

risk-based approach. It divides AI 

systems into four groups and sets out 

rules for general-purpose AI (GPAI) 

models. GPAI models, also known as 

foundation models such as GPT-4, 

are AI models that are trained with a 

large amount of data and can be 

integrated into a variety of 

downstream applications.

Company´s role: Most of an 

AI Act´s obligations apply to 

providers of AI systems. 

However, users (deployers) are 

also regulated. Other 

addressees of the AI Act are 

importers, distributors, product 

manufactures and authorized 

representatives of providers.
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STEP 3 – Resource and budget planning 

▪ Assign project responsibilities to key personnel and have buy-in from the excecutive board. 

▪ Allocate adequate resources: This should cover: additional personnel and administration, legal 

and IT costs (e.g. for data governance, technical documentation, record-keeping and 
cybersecurity). Legal costs as well as IT costs (e.g. for data governance, technical 

documentation, record-keeping, cybersecurity. 

▪ Integration with other compliance management systems is essential. This means that it is 

important to consider existing approaches with regard to: 

▪ Information security and risk management 

▪ Outsourcing and vendor management

▪ GDPR compliance and other data governance management

▪ A company´s code of conduct and ethics compliance 
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STEP 4 – Implementation of an AI governance scheme

▪ Implement a targeted AI governance scheme based on the outcomes of steps 1 

and 2. The higher the level of risk and subject to your role, the more obligations 

will apply. For example, for high-risk AI systems, obligations may include: 

AI literacy 
Quality management 

system

Risk management 

system

Transparency 

obligations 

Technical 

documentation 

Data requirements Reporting Human oversight Registration
Cooperation with 

authorities 

Conformity 

assessment 

Cybersecurity, 

accuracy and 
robustness

Automatic recording 

of events 
Post-market 

monitoring

▪ For deployers less intensive obligations apply including AI literacy, human 

oversight, data governance and transparency. 
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STEP 5 – Stay up to date

▪ The requirements under the AI Act make it necessary for 

companies to continously monitor regulatory 

developments, their AI system and model landscape and 

readjust their AI governance.

▪ This means you will need to go through the

5 step cycle on a regular basis 

▪ The European Commision will adopt delegating 

guidelines to adjust the scope and refine specific 

requirements under the AI Act. 

It is crucial for companies to keep track of these 

changes and consider future guidelines and codes for 

practices from the new established AI Office and 

competent national authorities 

▪ Please note that the AI Act is only one important piece 

of a cluster of horizontal and sectoral regulations 

regarding AI.

 

Other relevant legal acts that must be considered are: 

▪ The General Data Protection Regulation e.g. for AI 

training, the Cyber Resilience Act regarding AI 

cybersecurity requirements

▪ The Data Act for AI-based loT-devices or to train third-

party AI, the AI/Product Liability Directive when AI 

systems cause damages

▪ The Digital Services e.g. for AI content moderation 

▪ The Directive on Copyright on the Digital Single 

Market for licensing and compensation for rightsholders
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Employment law relevance

Obligations of employers as users of AI systems

▪ Implementation of technical and organizational 

measures to ensure a secure application (Art. 26 AI 
Act)

▪ Informing employees affected by an AI's decisions 

about the role of the AI in the decision-making 

process (Art. 86 AI-Act)

▪ Informing and training employees about the use of 
AI in the work process 

▪ Observance of retention and documentation 

requirements 

▪ HR applications are categorized as high risk

▪ AI systems used in recruiting to select applicants 

or in the context of decisions to terminate 
employment

▪ AI applications with an “unacceptable risk” are 

generally prohibited

▪ Systems for evaluating facial images to analyze 
emotions in the workplace or categorize biometric 

data
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Current legal AI issues

Confidential Information

▪ Training data may infringe secret information (e.g. AI 

translation of secret agreements)

Copyright Law

▪ Is the AI only trained using content that falls under “fair 

use”, or did the AI use copyrighted material of the 

internet?

▪ Is AI generated content protected under copyright?

Data Protection Law

▪ Lack of legal basis for processing for the data collected 
to train the AI.

▪ Issues with core principles of the GDPR (transparency, 
purpose limitation and data minimisation, accuracy, and 

storage limitation).
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+49 40 36803-229

a.bussche@taylorwessing.com

Partner

Hamburg

Dr. Axel Frhr. von dem Bussche, LL.M. (L.S.E.)
“Data protection specialist Axel von dem Bussche advises well-known clients on data issues (…). He also represents clients in 
proceedings on a regional and national level against data protection supervisory authorities.”; "He has all the new updates, is very 

client-oriented and quickly analyses new laws," client, Chambers & Partners Europe 2021-2024                                                                                            

Ranked lawyer for data protection, Chambers Europe 2019 – 2024                                                                                                        

Frequently recommended for information technology and data protection “one of the best, absolute strategist",  "very strong c lient 

orientation, negotiation skills and assertiveness", "Excellent legal advice and technical knowledge coupled with a strong client 
focus", "Best lawyer in Germany for litigation cases in data protection," clients "very active, extremely strong", "absolute expert in the 

industry", "supports younger generations remarkably well", "Pleasant and very experienced", competitor; JUVE 2015/16-2024/25                                                                                                            

Highlighted as a “Though Leader” for Data in Germany, Who`s Who Legal 2025                                                                                                    

Leading individual: Information Technology & Digitalization, The Legal 500 2021 – 2024                                                                               

Recommended lawyer for data protection, IT-Transaction and Outsourcing, The Legal 500 2024                                                                                    
Top-100- business lawyers Germany, Kanzleimonitor (diruj) 2023/24 – 2024/2025                                                

Leading Lawyer for Data Protection, Kanzleimonitor (diruj) 2020/21 - 2024/2025                                                                      

Leading Lawyer for Information Technology Law, Kanzleimonitor (diruj) – Kanzleimonitor 2021 / 2022                                                                          

Top Lawyer for data protection WirtschaftsWoche 2019-2023                                                                                                                             

Outstanding Lawyer, Thomson Reuters 2022                                                                                                         
One of the world’s leading Data Privacy and Protection and Information Technology lawyers, Who’s Who Legal 2019 – 2024                              

Highlighted as Lawyer of the Year in 2024 and Best Lawyer for IT, Best Lawyers in Germany, Handelsblatt 2018-2024

Axel Freiherr von dem Bussche is a specialist lawyer for information technology law in the Technology, Media & Telecoms practice group. 

He advises clients on national and international digital and data protection projects and is a recognised IT law and GDPR expert.

With his many years of experience and outstanding expertise, Axel von dem Bussche routinely guides clients on the provider and user side 

through complex, international transactions, contract drafting and regulatory issues. He advises corporations on the transformation towards 

digital and global business models, supports companies in the implementation of AI and data protection regulations, is a strategic advisor to 

management on compliance in digitalisation and conducts negotiations with the relevant supervisory authorities.

Languages

German, English, French

Your Taylor Wessing Team

Key areas of expertise

▪ IT & Telecoms

▪ Data Protection

▪ Copyright & Media Law

▪ Litigation & Dispute Resolution

▪ Technology, Media & Communications 
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