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Session #4 

Tech Me Up! - EU AI Act – another 

global law “made in Brussels”?
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1 AI Act – Introduction 

2 AI Act – „Global“ Applicability

3 The European approach to AI under the AI Act 

4 Practical consequences and To Do’s
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Overview of 
EU legislation 
in the digital 
sector
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Quelle: https://www.bruegel.org/sites/default/files/2023-11/Bruegel_factsheet.pdf
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DGA
Data Governance Act

GDPR
General Data Protection Regulation

AI Act
Artificial Intelligence Act 

(Draft)

DSA
Digital Services Act

DMA
Digital Market Act

DA
Data Act (Draft) EU Digital Basic Laws

ePR
ePrivacy Regulation (Draft)

https://eprivacy-regulation.org/
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AI Act

▪ Fines of up to 30 million euros or up to 6% of the 

worldwide annual turnover

▪ Regulatory restriction or even prohibition 

of the provision of AI systems

▪ First AI regulation worldwide: protection of 

fundamental rights (health, safety) and support 

innovation

▪ “Product Compliance”, market surveillance and 

monitoring

▪ Entry into force: adoption expected May or June 

2024 

▪ Applicability mid 2026 (most provisions)
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outputs such as

Predictions

machine-based

1

with varying levels

of autonomy

→ independent of

human control

for explicit or

implicit objectives

2

infers from inputs
Content

3 4

adaptiveness after 

deployment

Corresponds to the definition in EO 14110
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Scope

Article 2 

(1) This Regulation applies to: 

(a) providers placing on the market or putting into service AI systems or placing on the market general-purpose AI models in 

the Union, irrespective of whether those providers are established or located within the Union or in a third country; 

(b) deployers of AI systems that have their place of establishment or are located within the Union; 

(c) providers and deployers of AI systems that have their place of establishment or are located in a third country, where the 

output produced by the AI system is used in the Union;

[…]
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Scope

▪ Providers of AI systems (central addressee)

▪ Importers and distributors

▪ Deployers

▪ Extraterritorial approach

AI SystemThird country provider

Use Case 1

EU market
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Authorised representatives

Article 22

(1) Prior to making their high-risk AI systems available on the Union market, providers established in third countries shall, by 

written mandate, appoint an authorised representative which is established in the Union.

(2) The provider shall enable its authorised representative to perform the tasks specified in the mandate received from the 

provider. 

[…]
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AI Act – Who is affected?

▪ To third country providers of AI systems that place their AI system on the EU-market or put them into service in the EU

AI SystemThird country provider

Use Case 1

EU market

Authorized 

representative
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AI Act – Who is affected?

▪ To third country providers of AI systems that place their AI system on the EU-market or put them into service in the EU

Use Case 2

EU market

3. Uses AI 

System

Third country

company
2. Commissions US company to deliver 

a solution for traffic calming
EU-Company

Output

5. Initiates 

construction of 

new crossroads
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AI Act – Who is affected?

▪ To third country providers of AI systems that place their AI system on the EU-market or put them into service in the EU

▪ To third country providers / deployers using AI systems in the US to provide the output to an EU operator

EU market

Third country company

Third country company 

(group) EU location

Uses AI 

System

Use Case 3
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AI Act – Who is affected?

▪ To US-Providers of AI systems that place their AI system on the EU-market or put them into service in the EU

▪ To US-Providers / Deployers using AI systems in the US to provide the output to an EU operator

▪ To US-Companies EU location (as deployer)

EU market

Uses AI 

System

Third country company

Third country company 

(group) EU location
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Unacceptable
Risk

High Risk
(Comprehensive

regulation)

Limited Risk
(Transparency requirements)

Minimal Risk
(No legal requirements)

Banned applications:

▪ Manipulative AI

▪ Exploitative AI

▪ Social Scoring

▪ Predicitive Policicing

▪ Risk assessments

▪ Facial recognition databases

▪ Emotion recognition (workplace / school)

▪ Biometric categorisation systems

▪ Real time biometric identification systems

(but extensive exceptions for law enforcement)
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High Risk AI:

Safety component of a product or the product itself

+

Subject to a conformity assessment

listed products in Annex I

Listed in Annex III

AI Act – Risk based approach
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Unacceptable
Risk

High Risk
(Comprehensive

regulation)

Limited Risk
(Transparency requirements)

Minimal Risk
(No legal requirements)

Embedded AI 

Non-embedded AI 

Civil aviation

Agricultural

verhiclesRecreational

craft
Toys

Medical Devices

Education and 

vocational training Supply of energy
Work: Promotion / 

Termination decisions

Recruitment

Border control
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AI Act – Risk based approach

Risk assessment: AI Systems / General-purpose AI 

Systems

Risk assessment: General-purpose AI Models

Unacceptable
Risk

High Risk
(Comprehensive regulation)

Limited Risk
(Transparency requirements)

Minimal Risk
(No legal requirements)

Systemic

Risk

(special procedure + 
very comprehensive regulation)

Normal Risk

(comprehensive regulation)
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AI Act requirements – a brief overview

High-risk-AI Systems

▪ Documentation 

▪ Quality 

▪ Transparency

▪ Risk management

▪ Human oversight

▪ Cybersecurity measures

▪ Fundamental rights impact assessment

▪ Conformity assessment

General-purpose AI Models 

„Normal“ GPAI models:

▪ Technical documentation

▪ Copyright compliance

▪ Detailed summaries

▪ Code of practice 

High-impact GPAI models (systemic risk):

▪ Model evaluations & Adversarial testing

▪ Systemic risk assessment & Cybersecurity measures

▪ Reporting serious incidents & Energy efficiency reporting
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Current legal AI issues

Confidential Information

▪ Training data may infringes secret information (e.g. 

AI translation of secret agreements)

Copyright Law

▪ Is the AI only trained using content that falls under 

“fair use”, or did the AI use copyrighted material of 

the internet?

▪ Is AI generated content protected under copyright?

Data Protection Law

▪ Lack of legal basis for processing for the data 

collected to train the AI.

▪ Issues with core principles of the GDPR 

(transparency, purpose limitation and data 

minimisation, accuracy, and storage limitation).
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▪ Developed Software = AI 

system / GPAI model or 

system?

▪ Scope of application 

(extraterritorial approach)

▪ GPAI model risk 

classification

▪ AI system risk 

classification

▪ Provider / Deployer?

▪ Conformity assessment 

(Compliance with AI 

requirements)

▪ Appointment authorized 

representative

▪ CE-Declaration

▪ Post-market surveillance 

as required

▪ Recertification in the event 

of significant deviations

Don‘t forget GDPR



Click to add title

Q&A



Click to add titleSpeakers

25

Formatvorlagen des Textmasters bearbeiten

Dr. Anna Zeiter

Chief Privacy Officer

VP for Privacy, Data & AI responsibility,

eBay Inc

Formatvorlagen des Textmasters bearbeiten

Dr. Axel Frhr. von dem 

Bussche, LL.M. (L.S.E.)

Partner,

Taylor Wessing

Formatvorlagen des Textmasters bearbeiten

Martijn Loth

Counsel,

Taylor Wessing



taylorwessing.com
© Taylor Wessing 2024

This publication is not intended to constitute legal advice. Taylor Wessing entities operate under one brand but are legally distinct, either being or affiliated to a member of Taylor Wessing Verein. 

Taylor Wessing Verein does not itself provide services. Further information can be found on our regulatory page at taylorwessing.com/en/legal/regulatory-information.


